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#### Abstract

This paper describes the linearity self-calibration method for the unary digital-to-analog converter (DAC), by measuring the unit current values and arranging their selection order so that the integral nonlinearity is small. The total number of their possible order selection is very large for a highresolution unary DAC and their integral nonlinearity (INL) calculation may not be done within reasonable time if all of combinations are calculated. Hence, we have investigated the reduction of number with several methods, and proposed an effective algorithm based on the consideration how the selection order can realize the DAC INL reduction.


## 1. Introduction

The high-speed high-resolution DAC is used for the transmitter and the high-speed high-frequency electronic measurement instrument. There high linearity is required for good spurious free dynamic range (SFDR) [1, 2]. However, in advanced nano-CMOS process, small semiconductor devices on silicon wafers suffer from random and systematic mismatches regarding the characteristics of MOSFETs, resistors, and capacitors [3], which make the DAC input and output relationship non-linear. There analog performance may be deteriorated, but digital circuit is almost free; so digitally assisted analog technology is attractive to improve the analog circuit performance.

We investigate here the linearity self-calibration method for the unary DAC, with measured unit current values and by arranging their selection order so that the INL is small. The total number of their possible order selection is very large and their INL calculation may not be done within reasonable time. Then we investigated the reduction of number with several methods using numerical simulations and proposed an effective algorithm based on the consideration how the selection order can realize the DAC INL reduction.

Notice that we have investigated similar algorithms in [4,5], with the assumption that only the order of unit current values is known using current value comparison in a digital method. However, here we assume that all the unit current values are known by measurement using a slow-yet-accurate ADC (such as a delta-sigma ADC). There are many other methods to improve the unary DAC linearity under different problem formulations and the reader can refer to [6-15].
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## 2. Problem Formulation

Let us consider a 4-bit unary DAC in Fig. 1, as an example. It consists of 15 unit current sources with current switches, a resistor ( R ) and a binary-to-thermometer decoder. Ideally, the values of all the current sources are identical.

$$
\mathrm{I}_{1}=\mathrm{I}_{2}=\mathrm{I}_{3}=\mathrm{I}_{4}=\mathrm{I}_{5}=\mathrm{I}_{6}=\mathrm{I}_{7}=\mathrm{I}_{8}=\mathrm{I}_{9}=\mathrm{I}_{\mathrm{A}}=\mathrm{I}_{\mathrm{B}}=\mathrm{I}_{\mathrm{C}}=\mathrm{I}_{\mathrm{D}}=\mathrm{I}_{\mathrm{E}}=\mathrm{I}_{\mathrm{F}}
$$

When the digital input (Din) is $\mathrm{N}, \mathrm{N}$ current switchers are ON while the others are OFF, and the current of N I flows through the resistor R and the output analog voltage (Vout) is N RI. Here, $\mathrm{N}=0,1,2,3$, $\ldots, 15$. In other words, the output voltage is proportional to the digital input. However, in reality, the values of the currents can be mismatched due to process variation, and the followings are assumed:

$$
\begin{aligned}
& \mathrm{I}_{1}=\mathrm{I}+\Delta \mathrm{I}_{1} \mathrm{I}_{2}=\mathrm{I}+\Delta \mathrm{I}_{2} \mathrm{I}_{3}=\mathrm{I}+\Delta \mathrm{I}_{3} \mathrm{I}_{4}=\mathrm{I}+\Delta \mathrm{I}_{4} \\
& \mathrm{I}_{5}=\mathrm{I}+\Delta \mathrm{I}_{5} \mathrm{I}_{6}=\mathrm{I}+\Delta \mathrm{I}_{6} \mathrm{I}_{7}=\mathrm{I}+\Delta \mathrm{I}_{7} \mathrm{I}_{8}=\mathrm{I}+\Delta \mathrm{I}_{8} \\
& \mathrm{I}_{9}=\mathrm{I}+\Delta \mathrm{I}_{9} \mathrm{I}_{\mathrm{A}}=\mathrm{I}+\Delta \mathrm{I}_{\mathrm{A}} \mathrm{I}_{\mathrm{B}}=\mathrm{I}+\Delta \mathrm{I}_{\mathrm{B}} \mathrm{I}_{\mathrm{C}}=\mathrm{I}+\Delta \mathrm{I}_{\mathrm{C}} \\
& \mathrm{I}_{\mathrm{D}}=\mathrm{I}+\Delta \mathrm{I}_{\mathrm{D}} \mathrm{I}_{\mathrm{E}}=\mathrm{I}+\Delta \mathrm{I}_{\mathrm{E}} \mathrm{I}_{\mathrm{F}}=\mathrm{I}+\Delta \mathrm{I}_{\mathrm{F}}
\end{aligned}
$$

$I$ is defined as the average current value:

$$
\mathrm{I}:=\frac{1}{15}\left(\mathrm{I}_{1}+\mathrm{I}_{2}+\mathrm{I}_{3}+\mathrm{I}_{4}+\mathrm{I}_{5}+\mathrm{I}_{6}+\mathrm{I}_{7}+\mathrm{I}_{8}+\mathrm{I}_{9}+\mathrm{I}_{\mathrm{A}}+\mathrm{I}_{\mathrm{B}}+\mathrm{I}_{\mathrm{C}}+\mathrm{I}_{\mathrm{D}}+\mathrm{I}_{\mathrm{E}}+\mathrm{I}_{\mathrm{F}}\right)
$$

Notice that the following is derived from the above equations:

$$
\Delta \mathrm{I}_{1}+\Delta \mathrm{I}_{2}+\Delta \mathrm{I}_{3}+\Delta \mathrm{I}_{4}+\Delta \mathrm{I}_{5}+\Delta \mathrm{I}_{6}+\Delta \mathrm{I}_{7}+\Delta \mathrm{I}_{8}+\Delta \mathrm{I}_{9}+\Delta \mathrm{I}_{\mathrm{A}}+\Delta \mathrm{I}_{\mathrm{B}}+\Delta \mathrm{I}_{\mathrm{C}}+\Delta \mathrm{I}_{\mathrm{D}}+\Delta \mathrm{I}_{\mathrm{E}}+\Delta \mathrm{I}_{\mathrm{F}}=0
$$

Then we have the relationships among digital input, analog output and integral nonlinearity (INL) of the 4-bit current-steering unary DAC, as shown in Fig. 2.

We observe that the unary DAC has some redundancy. For example, as shown in Fig. 3, there are many operation possibilities of the unary DAC in case that the digital input is 4 . We see that their INL can be different depending on the mismatches $\Delta \mathrm{I}_{1}, \Delta \mathrm{I}_{2}, \ldots, \Delta \mathrm{I}_{\mathrm{F}}$ and the unit cell selection.

- In Fig. 3 (a), $S_{1}, S_{2}, S_{3}, S_{4}$ are ON and $\mathrm{INL}(4)$ is $\Delta \mathrm{I}_{1}+\Delta \mathrm{I}_{2}+\Delta \mathrm{I}_{3}+\Delta \mathrm{I}_{4}$.
- In Fig. 3 (b), $S_{5}, S_{6}, S_{7}, S_{8}$ are ON and $\mathrm{INL}(4)$ is $\Delta \mathrm{I}_{5}+\Delta \mathrm{I}_{6}+\Delta \mathrm{I}_{7}+\Delta \mathrm{I}_{8}$.
- In Fig. 3 (c), $S_{B}, S_{C}, S_{D}, S_{E}$ are ON and $\mathrm{INL}(4)$ is $\Delta \mathrm{I}_{\mathrm{B}}+\Delta \mathrm{I}_{\mathrm{C}}+\Delta \mathrm{I}_{\mathrm{D}}+\Delta \mathrm{I}_{\mathrm{E}}$.

In other words, INL can be reduced by selecting appropriate unit current cells.
Now let us consider to arrange the order of $\mathrm{I}_{1}, \mathrm{I}_{2}, \mathrm{I}_{3}, \mathrm{I}_{4}, \mathrm{I}_{5}, \mathrm{I}_{6}, \mathrm{I}_{7}, \mathrm{I}_{8}, \mathrm{I}_{9}, \mathrm{I}_{\mathrm{A}}, \mathrm{I}_{\mathrm{B}}, \mathrm{I}_{\mathrm{C}}, \mathrm{I}_{\mathrm{D}}, \mathrm{I}_{\mathrm{E}}, \mathrm{I}_{\mathrm{F}}$ to $I_{a}, I_{b}, I_{c}, I_{d}, I_{e}, I_{f}, I_{g}, I_{h}, I_{i}, I_{j}, I_{k}, I_{1}, I_{m}, I_{n}, I_{p}$.
In case that the digital input is $4, S_{a}, S_{b}, S_{c}, S_{d}$ are ON and INL is $\Delta \mathrm{I}_{\mathrm{a}}+\Delta \mathrm{I}_{\mathrm{b}}+\Delta \mathrm{I}_{\mathrm{c}}+\Delta \mathrm{I}_{\mathrm{d}}$.
For example, suppose that (abcdefghijklmnp) = (5A398BC1D2E6F47).
Then in case that the digital input is $4, S_{5}, S_{A}, S_{3}, S_{9}$ are ON and $\mathrm{INL}(4)$ is $\Delta \mathrm{I}_{5}+\Delta \mathrm{I}_{\mathrm{A}}+\Delta \mathrm{I}_{3}+\Delta \mathrm{I}_{9}$.
Now our problem is formulated as follows:
Suppose that all values of $\mathrm{I}_{1}, \mathrm{I}_{2}, \mathrm{I}_{3}, \mathrm{I}_{4}, \mathrm{I}_{5}, \mathrm{I}_{6}, \mathrm{I}_{7}, \mathrm{I}_{8}, \mathrm{I}_{9}, \mathrm{I}_{\mathrm{A}}, \mathrm{I}_{\mathrm{B}}, \mathrm{I}_{\mathrm{C}}, \mathrm{I}_{\mathrm{D}}, \mathrm{I}_{\mathrm{E}}, \mathrm{I}_{\mathrm{F}}$ are known (by measuring them such as a delta-sigma ADC). Then we choose the unit cell selection order $I_{a}, I_{b}, I_{c}, I_{d}, I_{e}, I_{f}, I_{g}, I_{h}, I_{i}, I_{j}, I_{k}, I_{l}, I_{m}, I_{n}, I_{p}$ so that the evaluation function $J$ is minimum.
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$$
\begin{aligned}
\mathrm{J}= & \operatorname{INL}(0)^{2}+\operatorname{INL}(1)^{2}+\operatorname{INL}(2)^{2}+\operatorname{INL}(3)^{2}+\operatorname{INL}(4)^{2}+\operatorname{INL}(5)^{2}+\operatorname{INL}(6)^{2}+\operatorname{INL}(7)^{2}+\operatorname{INL}(8)^{2} \\
& +\operatorname{INL}(9)^{2}+\operatorname{INL}(\mathrm{A})^{2}+\operatorname{INL}(\mathrm{B})^{2}+\operatorname{INL}(\mathrm{C})^{2}+\operatorname{INL}(\mathrm{D})^{2}+\operatorname{INL}(\mathrm{E})^{2}+\operatorname{INL}(\mathrm{F})^{2} \rightarrow \text { minimum }
\end{aligned}
$$

The number of possible selection orders is 15 ! in 4 -bit case. However, say, in 8 -bit case, it is 255 ! which is too large to compute each corresponding J within reasonable time in-field. Then we consider to obtain sub-optimal J (close to minimum, not necessarily minimum) with reduced number of possible orders; this attempt is described in the next section.


Fig. 1. 4-bit Current-Steering Unary DAC (binary-to-thermometer decoder is not shown).

| Digital | Analog | Integral Nonlinearity (INL) |
| :---: | :---: | :---: |
| Input | Output |  |
| 0 | Vout(0)=0 | $1 \mathrm{NL}(0)=0$ |
| 1 | Vout(1)=R I1 | $\mathrm{INL}(1)=\mathrm{R}[\Delta \mid 1]$ |
| 2 | Vout(2)=R[11+12] | $\mathrm{INL}(2)=\mathrm{R}[\Delta I 1+\Delta \mid 2]$ |
| 3 | Vout(3) $=\mathrm{R}[11+12+13]$ | $\mathrm{INL}(3)=R[\Delta 11+\Delta\|2+\Delta\| 3]$ |
| 4 | Vout(4) $=$ R $[1+12+13+14]$ | INL $(4)=R[\Delta 11+\Delta\|2+\Delta\| 3+\Delta \mid 4]$ |
| 5 | Vout(5) $=$ R $[11+12+13+14+15]$ | $\operatorname{INL}(5)=R[\Delta 11+\Delta 12+\Delta 13+\Delta \mid 4+\Delta 15]$ |
| 6 | Vout(6) $=$ R $[11+12+13+14+15+16]$ | INL(6) $=$ R[ $\Delta 11+\Delta\|2+\Delta 13+\Delta\| 4+\Delta \mid 5+\Delta I 6]$ |
| 7 | Vout(7) $=$ R $[11+12+13+14+15+16+17]$ | INL(7) $=$ R[ $\Delta 11+\Delta\|2+\Delta 13+\Delta\| 4+\Delta 15+\Delta 16+\Delta \mid 7]$ |
| 8 | Vout(8) $=$ R $[11+12+13+14+15+16+17+18]$ | $\mathrm{INL}(8)=\mathrm{R}[\Delta 11+\Delta 12+\Delta 13+\Delta 14+\Delta 15+\Delta 16+\Delta 17+\Delta 18]$ |
| 9 | Vout(9) $=$ R $[11+12+13+14+15+16+17+18+19]$ | INL(9) $=$ R [ $\Delta 11+\Delta 12+\Delta 13+\Delta 14+\Delta 15+\Delta 16+\Delta 17+\Delta 18+\Delta 19]$ |
| 10 | Vout(10) $=$ R $[11+12+13+14+15+16+17+18+19+1 A]$ | INL (10) $=\mathrm{R}[\Delta 11+\Delta 12+\Delta 13+\Delta 14+\Delta 15+\Delta 16+\Delta 17+\Delta 18+\Delta 19+\Delta I A]$ |
| 11 | $\operatorname{Vout}(11)=R[11+12+13+14+15+16+17+18+19+1 A+1 B]$ | $\mathrm{INL}(11)=R[\Delta 11+\Delta 12+\Delta 13+\Delta 14+\Delta 15+\Delta 16+\Delta 17+\Delta 18+\Delta 19+\Delta \mid A+\Delta I B]$ |
| 12 | Vout(12) $=$ R $[11+12+13+14+15+16+17+18+19+1 A+1 B+1 C]$ | INL(12) $=$ R[ $\Delta 11+\Delta 12+\Delta 13+\Delta 14+\Delta 15+\Delta 16+\Delta 17+\Delta 18+\Delta\|9+\Delta\| A+\Delta I B+\Delta I C]$ |
| 13 | Vout (13) $=\mathrm{R}[11+12+13+14+15+16+17+18+19+1 A+1 B+1 C+1 D]$ | INL (13) $=$ R[ $\Delta 11+\Delta\|2+\Delta 13+\Delta 14+\Delta\| 5+\Delta 16+\Delta 17+\Delta 18+\Delta 19+\Delta I A+\Delta I B+\Delta I C+\Delta D]$ |
| 14 | Vout(14) $=$ R $[11+12+13+14+15+16+17+18+19+1 A+1 B+1 C+1 D+1 E]$ | INL(14) $=$ R $[\Delta 11+\Delta\|2+\Delta\| 3+\Delta\|4+\Delta 15+\Delta 16+\Delta 17+\Delta 18+\Delta\| 9+\Delta I A+\Delta I B+\Delta I C+\Delta I D+\Delta I E]$ |
| 15 | Vout(15)=15 R I | $\operatorname{INL}(15)=0$ |

Fig. 2. Digital input, analog output and INL of a 4-bit current-steering unary DAC.
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(a)

(b)


Fig. 3. Operation possibilities of a 4-bit current-steering unary DAC in case that digital input is 4 .

## 3. Unit Cell Selection Algorithm

Now we investigate the unit cell selection algorithm for the unary DAC with reduced number of possible orders in order to make its INL small.

Let us consider the case of 4 current sources $\left(I_{1}, I_{2}, I_{3}, I_{4}\right)$ with variations.

$$
I_{1}=I+\Delta I_{1}, \quad I_{2}=I+\Delta I_{2}, I_{3}=I+\Delta I_{3}, \quad I_{4}=I+\Delta I_{4} .
$$

We define their average as follows:

$$
I:=\frac{1}{4}\left(I_{1}+I_{2}+I_{3}+I_{4}\right)
$$

Table 2 shows different selection order cases and we see that their INLs can be different.
We found in simulation that INL evaluation function J becomes small when the selection order $(\mathrm{a}, \mathrm{b}$, $\mathrm{c}, \mathrm{d})$ is chosen such that the plus or minus sign of $\Delta I_{a}, \Delta I_{b}, \Delta I_{c}, \Delta I_{d}$ is alternate and $\left|\Delta I_{a}\right|,\left|\Delta I_{d}\right|$ are small; this tendency was valid also in case of 12 current sources.

# Proceedings of Joint Conference of <br> $11^{\text {th }}$ International Science, Social Sciences, Engineering and Energy Conference (I-SEEC 2022) and, <br> $6^{\text {th }}$ International Conference on Technology and Social Science 2022 (ICTSS 2022) 

Table 2. INL in case of two unit-cell selection orders in a unary DAC with 4 current sources

| Digital Input | Current Output | INL | Digital Input | Current Output | INL |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{I}_{1}$ | $\Delta \mathrm{I}_{1}$ | 1 | $\mathrm{I}_{2}$ | $\Delta \mathrm{I}_{2}$ |
| 2 | $\mathrm{I}_{1}+\mathrm{I}_{2}$ | $\Delta \mathrm{I}_{1}+\Delta \mathrm{I}_{2}$ | 2 | $\mathrm{I}_{2}+\mathrm{I}_{1}$ | $\Delta \mathrm{I}_{2}+\Delta \mathrm{I}_{1}$ |
| 3 | $\mathrm{I}_{1}+\mathrm{I}_{2}+\mathrm{I}_{3}$ | $\Delta \mathrm{I}_{1}+\Delta \mathrm{I}_{2}+\Delta \mathrm{I}_{3}$ | 3 | $\mathrm{I}_{2}+\mathrm{I}_{1}+\mathrm{I}_{4}$ | $\Delta \mathrm{I}_{2}+\Delta \mathrm{I}_{1}+\Delta \mathrm{I}_{4}$ |
| 4 | $\mathrm{I}_{1}+\mathrm{I}_{2}+\mathrm{I}_{3}+\mathrm{I}_{4}$ | $\Delta \mathrm{I}_{1}+\Delta \mathrm{I}_{2}+\Delta \mathrm{I}_{3}+\Delta \mathrm{I}_{4}$ | 4 | $\mathrm{I}_{2}+\mathrm{I}_{1}+\mathrm{I}_{4}+\mathrm{I}_{3}$ | $\Delta \mathrm{I}_{2}+\Delta \mathrm{I}_{1}+\Delta \mathrm{I}_{4}+\Delta \mathrm{I}_{3}$ |

### 3.1 Preliminary Investigation

We have tried 16 or more current sources cases.

1) Sequential change of the unit cell selection order at each step.
2) Random change of the unit cell selection order at each step.
3) Choose a pair of current sources and alternate them.

## Simulation I:

- Initial state of the first trial: $\Delta I_{k}$ is arranged in an ascending order.
- Initial state of n -th trial $(\mathrm{n}>1): \Delta I_{k}$ order arrangement is the same as the final state of $(\mathrm{n}-1)$-th trial.
- -Number of calculated combinations: $20 \times 10^{\wedge} 6$
-Number of trials: 10
- rand() function in program C is used for random number generation

We choose the $\Delta I_{k}$ order arrangement where J is minimum in all 10 trials.
Our simulation results are as follows:
Regarding to the calculation speed, 1) is the fastest while 2 ) is the slowest.
Regarding to the minimum $\mathrm{J}, 2)$ is the smallest $(0.008900)$, and 3 ) is the second best $(0.009100)$ but comparable to 2 ), while 1 ) is the largest ( 0.213400 ).

## Simulation II:

- srand() function in program C is used, which changing its "seed" value at each trial.
- Initial state of $n$-th trial $(\mathrm{n}>1): \Delta I_{k}$ order arrangement is the same as the state of $(\mathrm{n}-1)$-th trial where the smallest J is obtained.
-Number of calculated combinations: $20 \times 10^{\wedge} 6$
- Number of trials: 21
- Number of "seed" values: 5
- Random change of the unit cell selection order at each step.

Program execution speed becomes slow but complete random number can be generated by changing its "seed" value, compared to rand() function.

Simulation result shows that J becomes 0.0320 from 0.2872 .

## Simulation III:

We set the following simulation termination conditions:

1) Maximum simulation time $T \max$
2) Critical evaluation function value $J$ crit

The simulation of the current source swap is terminated when the simulation time reaches $T \max$ or the evaluation function value becomes equal to or less than Jcrit.
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- Number of simulation time: 15
- Maximum simulation time Tmax: 120s or 600s
- Critical evaluation function value $J$ crit : one hundred-th of J in the initial condition.
- Initial condition: Ascendent order of current source values or

One pair current source swap after ascendent order of current sources

- Current source swap method: Sequential change of the unit cell selection order at each step.

Case 1) Tmax:=120s, ascendant order of current source values
$\mathrm{J}=0.0588$
Case 2) $T \mathrm{max}:=120 \mathrm{~s}$, one pair current source swap after ascendent order of current sources
$\mathrm{J}=0.0207$
Case 3) Tmax:=600s, ascendant order of current source values
$\mathrm{J}=0.0283$
Case 4) $T \mathrm{max}:=600 \mathrm{~s}$, one pair current source swap after ascendent order of current sources
$\mathrm{J}=0.0103$
We see that the initial condition is important as well as the simulation time to obtain small J .
However, these approaches take a long calculation time and are not very effective.

### 3.2 Proposed Algorithm

We have observed that for INL reduction, the current source sorting, so as to cancel plus and minus current source mismatches as shown in Fig. 4 and in [16]. We consider that utilizing such knowledge leads to effective search for minimizing J. Our proposed algorithm is as follows:

1. First, select the current cell whose value is the closest to the average value I.
2. Randomly select the one that changes the sign of the accumulated current mismatches when its current mismatch is added.
3. Repeat 2 while there is current cell left that can change the sign of the accumulated current mismatches when its current mismatch is added.
4. When there is no current cell left which changes the sign during the calculation, the calculation is stopped and returns to 1 .
5. Once all current cells are selected, calculate the evaluation function J.

Some cases calculated according to the above algorithm are shown below.
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Current source order of mismatches $0.01,-0.02,0.03,-0.03,0.02,-0.01$


Fig. 4. Current source selection order to minimize INL, where plus and minus current source mismatches are assigned alternatively.

Case 1: Current mismatches $\Delta \mathrm{I} / \mathrm{I}-0.03,-0.02,-0.01,0.00,0.01,0.02,0.03$


$$
\begin{gathered}
\\
0.00
\end{gathered} \begin{aligned}
& -0.02 \longrightarrow
\end{aligned} \begin{aligned}
& 0.03 \longrightarrow
\end{aligned} \begin{aligned}
& -0.03 \\
& 0.02 \longrightarrow
\end{aligned} \begin{aligned}
& -0.03 \longrightarrow
\end{aligned}
$$

Fig. 5 Calculating process according to the algorithm in case 1.
There are a total of $5,040(=7!)$ evaluation patterns in case 1 . The worst rating for the entire search was 0.014 . These were the rating for mismatches sorted in ascending and descending order. On the other hand, the best rating for the entire search was 0.0008 . The sequence of best ratings was 12 patterns. Fig. 5 shows all patterns when calculating according to the proposed algorithm. The best rating obtained with the proposed algorithm was 0.0008 . In the top four patterns in Fig. 5, the calculation is interrupted in the middle. All other six patterns in the lower part of Fig. 5 equally obtain the best evaluation rating.
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Case 2: Current mismatches $\Delta \mathrm{I} / \mathrm{I} \quad-0.032,-0.024,-0.011,0.001,0.012,0.021,0.033$


Fig. 6 Calculating process according to the algorithm in case 2.
There are a total of $5,040(=7!)$ evaluation patterns in case 2 . The worst rating for the entire search was 0.01701 . These were the rating for mismatches sorted in ascending and descending order. On the other hand, the best rating for the entire search was 0.000935 . The sequence of best ratings was 2 patterns. Fig. 6 shows all patterns when calculating according to the proposed algorithm. The best rating obtained with the proposed algorithm was 0.000935 .
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Case 3: Current mismatches $\Delta \mathrm{I} / \mathrm{I}-0.100,-0.085,-0.056,0.022,0.052,0.077,0.090$



Fig. 7 Calculating process according to the algorithm in case 3.
There are a total of $5,040(=7!)$ evaluation patterns in case 3 . The worst rating for the entire search was 0.186256 . These were the rating for mismatches sorted in ascending and descending order. On the other hand, the best rating for the entire search was 0.010261 . The sequence of best ratings was 2 patterns. Fig. 7 shows all patterns when calculating according to the proposed algorithm. The best rating obtained with the proposed algorithm was 0.010261 .
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Case 4: Variation $\Delta \mathrm{I} / \mathrm{I} \quad-0.030,-0.022,-0.017,0.013,0.013,0.013,0.030$


Fig. 8 Calculating process according to the algorithm in case 4.
Due to the duplicate current mismatch values, there are a total of $840(=6!)$ evaluation patterns in case 4. The worst rating for the entire search was 0.01425 . These were the rating for mismatches sorted in ascending and descending order. On the other hand, the best rating for the entire search was 0.000893 . The sequence of best ratings was 4 patterns. Fig. 8 shows all patterns when calculating according to the proposed algorithm. The best rating obtained with the proposed algorithm was 0.000893 .

Case 5: Current mismatches $\Delta \mathrm{I} / \mathrm{I}-0.070,-0.021,-0.002,-0.001,0.001,0.013,0.080$


Fig. 9 Calculating process according to the algorithm in case 5.
There are a total of 5,040 (=7!) evaluation patterns in case 5 . The worst rating for the entire search was 0.045715 . These were the rating for mismatches sorted in ascending and descending order. On the other hand, the best rating for the entire search was 0.003919 . The sequence of best ratings was 2 patterns. Fig. 9 shows all patterns when calculating according to the proposed algorithm. We have found that the calculation according to the proposed algorithm is interrupted in the middle for all possible patterns. In this case, the proposed algorithm does NOT work. Therefore, it was not possible to produce a J rating.
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Case 6: Variation $\Delta \mathrm{I} / \mathrm{I} \quad-0.070,-0.021,-0.017,0.027,0.027,0.027,0.027$


> Worst : $J=0.035051$
> Best : $J=0.003324$

Fig. 10 Calculating process according to the algorithm in case 6.
Due to the duplicate permutations, there are a total of $210(=7!/ 4!)$ evaluation patterns in case 6 . The worst rating for the entire search was 0.035051 . These were the rating for mismatches sorted in ascending and descending order. On the other hand, the best rating for the entire search was 0.003324 . The sequence of best ratings was 2 patterns. Fig. 10 shows all patterns when calculating according to the proposed algorithm. We have found that the calculation according to the proposed algorithm is interrupted in the middle for all possible patterns. In this case, the proposed algorithm does NOT work. Therefore, it was not possible to produce a J rating.

We see that in cases $1,2,3$ and 4 , the proposed algorithm work well while in cases 5 and 6 , it does NOT work. Thus, the proposed algorithm is required to improve to work in any case. Therefore, instead of selecting values in sequence, try to exchange them from their original form. The flow of the algorithm is changed as follows:

1. From those in ascending order, replace the one closest to the mean with the first one.
2. Randomly replace the current average error with one that changes sign when added.
3. Repeat 2, while there is something that can change sign when added.
4. If there is nothing left to change the sign during the exchange, the exchange is interrupted and the evaluation is calculated.
The results of using this suboptimal algorithm for case 5 and case 6 are shown in Figs. 9-17.
Case 5: Current mismatches $\Delta I / I-0.070,-0.021,-0.002,-0.001,0.001,0.013,0.080$


Fig. 9 Calculating process according to the algorithm in case 5.
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Fig. 11. $0.001,-0.070,0.080,-0.021,0.013$ are exchanged in order in case 5


Fig. 12. $0.001,-0.021,0.080,-0.070,0.013$ are exchanged in order in case 5


Fig. 13. $0.001,-0.002,0.080$, are exchanged in order in case 5

# Proceedings of Joint Conference of <br> $11^{\text {th }}$ International Science, Social Sciences, Engineering and Energy Conference (I-SEEC 2022) and, <br> $6^{\text {th }}$ International Conference on Technology and Social Science 2022 (ICTSS 2022) 



Fig. 14. $0.001,-0.002,0.013,-0.070,0.080$ are exchanged in order in case 5


Fig. 15. $0.001,-0.002,0.013,-0.021,0.080$ are exchanged in order in case 5
The suboptimal algorithm was used for the five patterns whose computation was interrupted in the middle in Fig. 9. The process is shown in Fig. 11. to Fig. 15. In case 5, the best rating was 0.003919 when the entire search was conducted. The best rating obtained by the suboptimal algorithm was 0.003995 in Fig. 14.

Case 6: Variation $\Delta \mathrm{I} / \mathrm{I} \quad-0.070,-0.021,-0.017,0.027,0.027,0.027,0.027$


Worst : J=0.035051
Best : J=0.003324
Fig. 10 Calculating process according to the algorithm in case 6.
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Fig. 16. $-0.017,0.027,-0.070$ are exchanged in order in Case 6


Fig. 17. $-0.017,0.027,-0.021,0.027,-0.070$ are exchanged in order in case 6
The suboptimal algorithm was used for the two patterns whose computation was interrupted in the middle in Fig. 10. The process is shown in Fig. 16. and Fig. 17. In case 6, the best rating was 0.003324 when the entire search was conducted. The best rating obtained by the suboptimal algorithm was 0.004411 in Fig. 17.

## 4. Conclusion

This paper describes the linearity self-calibration method for the high-resolution unary DAC with measured unit current values and their selection order arrangement for its INL reduction. Hence, we have investigated the reduction of number of their possible combinations with several methods for the calculating time reduction, and their simulation results have been shown for comparison. Then we have proposed an effective algorithm based on the consideration how the selection order can realize the DAC INL reduction, and shown its effectiveness with some examples.
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